
MegIS: High-Performance, Energy-Efficient, and Low-Cost
Metagenomic Analysis with In-Storage Processing

Nika Mansouri Ghiasi1 Mohammad Sadrosadati1 Harun Mustafa1 Arvid Gollwitzer1

Can Firtina1 Julien Eudine1 Haiyu Mao1 Joël Lindegger1 Meryem Banu Cavlak1

Mohammed Alser1 Jisung Park2 Onur Mutlu1
1ETH Zürich 2POSTECH

Metagenomics, the study of the genome sequences of diverse
organisms in a common environment, has led to significant ad-
vances in many fields. Since the species present in a metage-
nomic sample are not known in advance, metagenomic analy-
sis commonly involves the key tasks of determining the species
present in a sample and their relative abundances. These tasks
require searching large metagenomic databases containing in-
formation on different species’ genomes. Metagenomic analysis
suffers from significant data movement overhead due to moving
large amounts of low-reuse data from the storage system to the
rest of the system. In-storage processing can be a fundamen-
tal solution for reducing this overhead. However, designing an
in-storage processing system for metagenomics is challenging
because existing approaches to metagenomic analysis cannot be
directly implemented in storage effectively due to the hardware
limitations of modern SSDs.
We proposeMegIS, the first in-storage processing system de-

signed to significantly reduce the data movement overhead of
the end-to-end metagenomic analysis pipeline. MegIS is enabled
by our lightweight design that effectively leverages and orches-
trates processing inside and outside the storage system. Through
our detailed analysis of the end-to-end metagenomic analysis
pipeline and careful hardware/software co-design, we address
in-storage processing challenges for metagenomics via special-
ized and efficient 1) task partitioning, 2) data/computation flow
coordination, 3) storage technology-aware algorithmic optimiza-
tions, 4) data mapping, and 5) lightweight in-storage acceler-
ators. MegIS’s design is flexible, capable of supporting differ-
ent types of metagenomic input datasets, and can be integrated
into various metagenomic analysis pipelines. Our evaluation
shows that MegIS outperforms the state-of-the-art performance-
and accuracy-optimized software metagenomic tools by 2.7×–
37.2× and 6.9×–100.2×, respectively, while matching the accu-
racy of the accuracy-optimized tool. MegIS achieves 1.5×–5.1×
speedup compared to the state-of-the-art metagenomic hardware-
accelerated (using processing-in-memory) tool, while achieving
significantly higher accuracy.

1. Introduction
Metagenomics, an increasingly important domain in bioin-

formatics, requires the analysis of the genome sequences of
various organisms of different species present in a common en-
vironment (e.g., human gut, soil, or oceans) [1–3]. Unlike tra-
ditional genomics [4–8] that studies genome sequences from
an individual (or a small group of individuals) of the same
known species, metagenomics deals with genome sequences
whose species are not known in advance in many cases, thereby
requiring comparisons of the target sequences against large
databases of many reference genomes. Metagenomics has led
to groundbreaking advances in many fields, such as precision

medicine [9,10], urgent clinical settings [11], understandingmi-
crobial diversity of an environment [12, 13], discovering early
warnings of communicable diseases [14–16], and outbreak trac-
ing [17]. The pivotal role of metagenomics, together with rapid
improvements in genome sequencing (e.g., reduced cost and
improved throughput [18]), has resulted in the fast-growing
adoption of metagenomics [10, 19, 20].

Given a metagenomic sample, a typical workflow consists of
three key steps: (i) sequencing, (ii) basecalling, and (iii) metage-
nomic analysis. First, sequencing extracts the genomic informa-
tion of all organisms in the sample. Since current sequencing
technologies cannot process a DNA molecule as a whole, a se-
quencing machine generates randomly sampled, inexact frag-
ments of genomic information, called reads. A metagenomic
sample contains organisms from several species, and during
sequencing, it is unclear what species each read comes from.
Second, basecalling converts the raw sequencer data of reads
into sequences of characters that represent the nucleotides A, C,
G, and T. Third,metagenomic analysis identifies the distribution
of different taxa (i.e., groups or categories in biological clas-
sification, such as species and genera) within a metagenomic
sample. Metagenomic analysis commonly involves the two key
tasks of determining the species present/absent in the sample
and finding their relative abundances.

To enable fast and efficient metagenomics for many critical
applications, it is essential to improve the performance and
energy efficiency of metagenomic analysis due to at least three
major reasons. First, metagenomic analysis is typically per-
formedmuchmore frequently compared to the other two steps
(i.e., sequencing and basecalling) in the metagenomic workflow.
While sequencing and basecalling are one-time tasks for a sam-
ple in many cases, sequenced and basecalled reads in a sample
often need to be analyzed over and over inmultiple studies or at
different times in the same study [21]. Second, as shown in our
motivational analysis in §3 on a high-end server node, even
when performing the metagenomic analysis step only once for
a sample, this step bottlenecks the end-to-end performance
and energy efficiency of the workflow. Third, the performance
and energy-efficiency gaps between the metagenomic analysis
step and the other steps are expected to widen even more due
to the rapid advances in sequencing and basecalling technolo-
gies, such as significant increases in throughput and energy
efficiency of sequencing [22–27] and basecalling [28–33]. For
these reasons, simply scaling up traditional systems cannot
effectively optimize the metagenomic analysis step enough to
keep up with the rapid advances.
Metagenomic analysis suffers from significant data move-

ment overhead because it requires accessing large amounts of
low-reuse data. Since we do not know the species present in a
metagenomic sample, metagenomic analysis requires search-
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ing large databases (e.g., to several TBs [34–39] or more than a
hundred TBs in emerging databases [36,37]) that contain infor-
mation on different organisms’ genomes. Database sizes are
expected to increase further in the future, and at a fast pace.1
Two notable reasons for this growth are 1) the rapid evolution
of viruses and bacteria [41], which necessitates frequent up-
dates with new reference genomes [42, 43], and 2) the fact that
databases may include sequences from both highly curated
reference genomes and from less curated metagenomic sample
sets [35, 36]. Particularly, as over 99% of Earth’s microbes re-
main unidentified and excluded from curated reference genome
databases [44, 45], the expanded databases improve sensitiv-
ity [45]. Recent advances in the automated and scalable con-
struction of genomic data from more organisms have further
contributed to database growth by enabling the rapid addi-
tion of new sequences to databases [46, 47]. Our motivational
analysis (§3) of the state-of-the-art metagenomic analysis tools
shows that data movement overhead from the storage system
significantly impacts their end-to-end performance. Due to its
low reuse, the data needs to move all the way from the storage
system to the main memory and processing units for its first
use, and it will likely not be used again or reused very little
during analysis. This unnecessary data movement, combined
with the low computation intensity of metagenomic analysis
and the limited I/O (input/output) bandwidth, leads to large
storage I/O overheads for metagenomic analysis.
While there has been effort in accelerating metagenomic

analysis, to our knowledge, no prior work fundamentally ad-
dresses its storage I/O overheads. Some works (e.g., [48–53])
aim to alleviate this overhead by applying sampling techniques
to reduce the database size, but they incur accuracy loss, which
is problematic for many use cases (e.g., [18, 26, 42, 54–60]). Var-
ious other works (e.g., [61–70]) accelerate other bottlenecks in
metagenomic analysis, such as computation and main mem-
ory bottlenecks. These works do not alleviate I/O overheads,
whose impact on end-to-end performance becomes even larger
(as shown in §3) when other bottlenecks are alleviated.

In-Storage Processing (ISP), i.e., processing data directly
inside the storage device where target data resides, can be a
fundamentally high-performance approach to mitigating the
data-movement bottleneck in metagenomic analysis, given
its three major benefits. First, ISP can significantly reduce
unnecessary data movement from/to the storage system by
processing large amounts of low-reuse data inside the storage
system while sending only the results to the host. Second, ISP
can leverage each SSD’s2 large internal bandwidth to access
target data without being restricted by the SSD’s relatively
smaller external bandwidth. Third, ISP alleviates the overall
execution burden of applications with low data reuse from the
rest of the system (e.g., processing units and main memory),
freeing up the host to perform other useful work instead.

Challenges of ISP. Despite the benefits of ISP, none of the
existing approaches to metagenomic analysis can be effectively
implemented as an ISP system due to the limited hardware
resources available in current storage devices. Some tools incur

1For example, based on recently published trends, the ENA assembled/an-
notated sequence database size currently doubles every 19.9 months [25], and
the BLAST nt database size doubled from 2021 to 2022 [40].

2In this work, we focus on the predominant NAND flash-based SSD
technology [71, 72]. We expect that our insights and designs would benefit
storage systems built with other emerging technologies.

a large number of random accesses to search the database
(e.g., [48, 49, 51, 53, 54, 64, 73–78]), which hinders ISP’s large
potential by preventing the full utilization of SSD internal
bandwidth. This is due to costly conflicts in internal SSD
resources (e.g., channels and NAND flash chips [79–81]) caused
by random accesses. Some tools predominantly incur more
suitable streaming accesses (e.g., [38, 52, 57, 82, 83]), but doing
so comes at the cost of more computation and main memory
capacity requirements that are challenging for ISP to meet
due to the limited hardware resources available inside SSDs.
Therefore, directly adopting either approach (with random or
streaming accesses) in ISP incurs performance, energy, and
storage device lifetime overheads.

Our goal in this work is to improve metagenomic analysis
performance by reducing the large data movement overhead
from the storage system in a cost-effective manner. To this end,
we proposeMegIS, the first ISP system designed to reduce the
data movement overheads inside the end-to-end metagenomic
analysis pipeline. The key idea of MegIS is to enable coopera-
tive ISP for metagenomics, where we do not solely focus on
processing inside the storage system but, instead, we capital-
ize on the strengths of processing both inside and outside the
storage system. We enable cooperative ISP via a synergistic
hardware/software co-design between the storage system and
the host system.

Key Mechanism. We design MegIS as an efficient pipeline
between the SSD and the host system to (i) leverage and (ii) or-
chestrate the capabilities of both. Based on our rigorous analy-
sis of the end-to-end metagenomic analysis pipeline, we pro-
pose a new hardware/software co-designed accelerator frame-
work that consists of five aspects. First, we partition and map
different parts of the metagenomic analysis pipeline to the host
and the ISP system such that each part is executed on the most
suitable architecture. Second, we coordinate the data/compu-
tation flow between the host and the SSD such that MegIS
(i) completely overlaps the data transfer time between them
with computation time to reduce the communication over-
head between different parts, (ii) leverages SSD bandwidth
efficiently, and (iii) does not require large DRAM inside the
SSD or a large number of writes to the flash chips. Third,
we devise storage technology-aware metagenomics algorithm
optimizations to enable efficient access patterns to the SSD.
Fourth, we design lightweight in-storage accelerators to per-
formMegIS’s ISP functionalities while minimizing the required
SRAM/DRAM buffer spaces inside the SSD. Fifth, we design
an efficient data mapping scheme and Flash Translation Layer
(FTL) specialized to the characteristics of metagenomic analy-
sis to leverage the SSD’s full internal bandwidth.
Key Results. We evaluate MegIS with two different

SSD configurations (performance-optimized [84] and cost-
optimized [85]). We compare MegIS against three state-of-the-
art software and hardware-accelerated metagenomics tools:
(i) Kraken2 [49], which is optimized for performance, (ii) Met-
align [82], which is optimized for accuracy, and (iii) a state-
of-the-art processing-in-memory accelerator, Sieve [64], in-
tegrated into Kraken2 to accelerate its k-mer matching. By
analyzing end-to-end performance, we show that MegIS pro-
vides 2.7–37.2× and 1.5–5.1× speedup compared to Kraken2
and Sieve, respectively, while achieving significantly higher
accuracy. MegIS provides 6.9–100.2× speedup compared to
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Metalign, while providing the same accuracy (MegIS does not
affect analysis accuracy compared to this accuracy-optimized
baseline). MegIS provides large average energy reductions of
5.4× and 1.9× compared to Kraken2 and Sieve, respectively,
and 15.2× compared to accuracy-optimized Metalign. MegIS’s
benefits come at a low area cost of 1.7% over the area of the
three cores [86] in an SSD controller [87].

This work makes the following key contributions:
• We demonstrate the end-to-end performance impact of stor-
age I/O overheads in metagenomic analysis.

• We propose MegIS, the first in-storage processing (ISP) sys-
tem tailored to reduce the data movement overhead of the
end-to-end metagenomic analysis pipeline, significantly re-
ducing its I/O overheads and improving its performance and
energy-efficiency.

• We present a new hardware/software co-design to enable an
efficient and cooperative pipeline between the host and the
SSD to alleviate I/O data movement overheads in metage-
nomic analysis.

• We rigorously evaluate MegIS and show that it improves per-
formance and energy efficiency compared to the state-of-the-
art metagenomics tools (software and hardware-accelerated),
while maintaining high accuracy. It does so without rely-
ing on costly hardware resources throughout the system,
making metagenomics more accessible for wider adoption.

2. Background
2.1. Metagenomic Analysis
Fig. 1 shows an overview of metagenomic analysis, which

involves determining the species present/absent in the sample
1 and their relative abundances (i.e., the relative frequencies
of the occurrence of different species in the sample) 2 .

A	
Da
ta
ba
se

❷Abundance	
Estimation

GCTTACGATCATC

GTCCCAAATTGGA
…A	

Sa
m
pl
e	

Re
ad
	S
et GCTTA

CTTAC

TTACGk-
m
er
s

…ⓐ

TaxIDs
in	the	Sample

1638
23
421
23…

Presence/Absence
Identification

ⓑ

ⓒ

❶

Species#1
Species#2
Species#3

Species	#1
Species	#2
Species	#3

Figure 1: Overview of metagenomic analysis.

2.1.1. Presence/absence Identification. To find species
present in the sample, many tools (e.g., [38, 48, 49, 51–54, 57, 64,
73–78, 82, 83]) extract k-mers (i.e., subsequences of length k)
from the input queries in a sample read set (a in Fig. 1) and
search for the k-mers in an input reference database ( b ). Each
database contains k-mers extracted from reference genomes
of a wide range of species. The database associates each in-
dexed k-mer with a taxonomic identifier (taxID)3 of the ref-
erence genome(s) the k-mer comes from. At the end of the
presence/absence identification process, the metagenomic tool
outputs the taxIDs of the species present in the sample ( c ).
The GB- or TB-scale databases typically support random

(e.g., [48, 49, 51, 53, 54, 64, 73–78]) or streaming (e.g., [38, 52, 57,
82, 83]) access patterns.
Tools with Random Access Queries (R-Qry). Some tools
(e.g., [48, 49, 51, 53, 54, 64, 73–78]) commonly perform random
accesses to search their database. A state-of-the-art tool in

3A taxID is an integer attributed to a cluster of related species.

this category is Kraken2 [49], which maintains a hash table
that maps each indexed k-mer to a taxID. To identify which
species are present in a set of queries, Kraken2 extracts k-mers
from the read queries and searches the hash table to retrieve
the k-mers’ associated taxIDs. For each read, Kraken2 collects
the taxIDs of that read’s k-mers and, based on the occurrence
frequencies of these taxIDs, uses a classification algorithm to
assign a single taxID to each read. Finally, Kraken2 identifies
the species present in the sample based on the taxIDs of the
reads in the sample.
Tools with Streaming Access Queries (S-Qry). Some tools
(e.g., [38, 52, 57, 82, 83]) predominantly feature streaming ac-
cesses to their databases. A state-of-the-art tool in this category
is Metalign [82]. Presence/absence identification in Metalign
is done via 1) preparing the input read set queries, and 2) find-
ing species present in them. To process the queries, the tool
extracts k-mers from the reads and sorts them. Finding the
species in the sample involves two steps. First, the tool finds
the intersecting k-mers, which are k-mers that are common
between the query k-mers and a pre-sorted reference database.
In this step, the tool uses large k-mers (e.g., k = 60) for both
the queries and the database to maintain a low false positive
rate. This is because large k-mers are more unique, and match-
ing a long k-mer ensures that the queries have at least one
long and specific match to the database. Second, the tool finds
the taxIDs of the intersecting k-mers by searching for the in-
tersecting k-mers or their prefixes in a smaller sketch database
of variable-sized k-mers. Each sketch is a small representative
subset of k-mers associated with a given taxID. Searching for
both the intersecting k-mers and their prefixes in this step
increases the true positive rate (i.e., species correctly identified
as present in the sample out of all species actually present in
the sample) by expanding the number of matches.
2.1.2. Abundance Estimation. After finding the taxIDs
of the species present in the sample, some applications re-
quire a more sensitive step to find the species’ relative abun-
dances [48, 51, 53, 74, 76, 82, 83, 88–91] in the sample. Dif-
ferent tools implement their own approaches for estimat-
ing abundances, from lightweight statistical models [89–91]
to more accurate but computationally-intensive read map-
ping [48, 53, 54, 74, 76, 82]. Read mapping is the process of
finding potential matching locations of reads against one or
more reference genomes. Metagenomic tools canmap the reads
against reference genomes of species in the sample, accurately
determining the number of reads belonging to each species.
2.2. SSD Organization
Fig. 2 depicts the organization of a modern NAND flash-

based SSD, which consists of three main components.
1 NAND Flash Memory. A NAND package consists of mul-
tiple dies or chips, sharing the NAND package’s I/O pins. One
or multiple packages share a command/data bus or channel
to communicate with the SSD controller. Dies can operate
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Figure 2: Organizational overview of a modern SSD.
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independently, but each channel can be used by only one die at
a time to communicate with the controller. Each die has mul-
tiple (e.g., 2 or 4) planes, each with thousands of blocks. Each
block has hundreds to thousands of 4–16 KiB pages. NAND
flash memory performs read/write operations at page granu-
larity but erase operations at block granularity. The peripheral
circuitry to access pages is shared among the planes in each
die. Hence, it is possible for the planes in a die to operate
concurrently when accessing pages (or blocks) at the same
offset. This mode is called the multiplane operation.
2 SSD Controller. An SSD controller consists of two key
components. First, multiple cores run the FTL, which is respon-
sible for communication with the host, internal I/O scheduling,
and various SSD management tasks. Second, per-channel hard-
ware flash controllers manage request handling [80, 92] and
error correction for the NAND flash chips [71, 72, 93–104].
3 DRAM. Modern SSDs use low-power DRAM [105] to store
metadata for SSD management tasks. Most of the DRAM ca-
pacity inside the SSD (i.e., internal DRAM) is used to store the
logical-to-physical (i.e., L2P) mappings, which are typically
maintained at a granularity of 4KiB to enhance random access
performance. In a 32-bit architecture, with 4 bytes of metadata
stored for every 4KiB of data, the required capacity for L2P
mappings is about 0.1% of the SSD’s capacity. For example, a
4-GB LPDDR4 DRAM is used for a 4-TB SSD [87].
2.3. In-Storage Processing

Processing data directly in storage via in-storage processing
(ISP) can be a fundamentally high-performance approach for
reducing the overheads of moving large amounts of low-reuse
data across the system, providing three key benefits. First,
ISP reduces unnecessary data movement from the storage sys-
tem. Second, ISP reduces the execution burden of applications
with low data reuse from the rest of the system, allowing it
to perform other useful tasks. Third, as shown by many prior
works (e.g., [106–114]), ISP can benefit from the SSD’s inter-
nal bandwidth. In modern SSDs, the internal bandwidth is
usually larger than the external. For example, a modern SSD
controller [115] supports 6.5 GB/s external bandwidth and 19.2
GB/s internal bandwidth (16 channels with a maximum per-
channel bandwidth of 1.2 GB/s). It is essential to overprovision
the internal bandwidth to avoid hurting the user-perceived
external I/O bandwidth by reducing the negative impact of
1) channel conflicts [79, 81, 116, 117] and 2) the SSD’s internal
data migration for management tasks such as garbage col-
lection [71, 80, 118–120], wear-leveling [71, 72, 121], and data
refresh [71, 98, 101, 102].

Some prior works propose ISP systems in the form of special-
purpose accelerators for different applications [106, 107, 111,
112,114,122–142]. Several prior works propose general-purpose
processing inside storage devices [105, 138, 139, 143–154], bulk-
bitwise operations using NAND flash [155, 156], or SSDs in
close integration with FPGAs [109, 157–161] or GPUs [162].
3. Motivational Analysis
3.1. Criticality of Metagenomic Analysis

By enabling the analysis of the genomes of organisms from
different species in a common environment, metagenomics
overcomes a limitation of traditional genomics, which requires
culturing individual known species in isolation. This limitation
has been amajor roadblock in many clinical and environmental

use cases [163]. The impact of metagenomics has been rapidly
increasing in many areas that each have broad implications for
society, such as health [9,11], agriculture [164], environmental
monitoring [14–17], and many other critical areas. Due to its
importance, metagenomics has attracted wide global attention,
with medical and government health institutions heavily in-
vesting in metagenomic analysis [164–166]. The global amount
of genomic data that is incorporated in metagenomic work-
flows is growing exponentially [42,167], doubling every several
months [25, 40, 42, 168], and is projected to surpass the data
growth rate of YouTube and Twitter [64, 167, 168].
In metagenomics, the analysis step bottlenecks the end-to-

end performance of the workflow, and therefore, poses a press-
ing need for acceleration [11, 19, 64, 65, 169, 170] for three rea-
sons. First, the sequencing and basecalling steps for a sample
are usually one-time tasks [22,26,171]. In many cases, the reads
from a single sequenced sample can be analyzed by multiple
studies or at different times in the same study. This is because
(i) there are many heuristics involved in metagenomics, and
achieving a desired sensitivity-specificity tradeoff commonly
requires parameter tuning [21], or using different databases
created with different parameters or genomes [172], and (ii)
a sample can be analyzed several times with databases that
are regularly updated with new genomes, or with syndrome-
specific targeted databases [172]. Second, even when perform-
ing the metagenomic analysis step only once for a sample,
the throughput of this step is significantly lower than the se-
quencing throughput of modern sequencers (e.g., [173]). While
sequencing one sample can take a long time, a single sequenc-
ing machine can sequencemany samples from different sources
in parallel [22,174], achieving very high throughput. Our anal-
ysis with a state-of-the-art metagenomic tool [82] shows that
analyzing the data, sequenced and basecalled by a sequencer in
48 hours, takes 38 days on a high-end server node (detailed con-
figurations in §5). Such long analysis poses serious challenges,
specifically for time-critical use cases (e.g., clinical settings [11]
and timely surveillance of infectious diseases [17]). Since the
growth rate of sequencing throughput is higher than Moore’s
Law [18], this already large gap between sequencing and analy-
sis throughput is widening [22,24,25,27], and simply scaling up
traditional systems for analysis is not efficient. Third, the devel-
opment of sequencing technologies that enable analysis during
sequencing [175–181] increasingly necessitates the need for
fast analysis that can keep up with sequencing throughput.
The analysis step is also the primary energy bottleneck in

the metagenomic workflow, and optimizing its efficiency is
vital as sequencing technologies rapidly evolve. For example, a
high-end sequencer [173] uses 405 KJ to sequence and basecall
100 million reads, with 92.5 Mbp/s throughput and 2,500 W
power consumption [173]. In contrast, processing this dataset
on a commodity server (detailed configurations in §5) requires
675 KJ, accounting for 63% of total energy. The need to en-
hance the analysis’ energy efficiency is further increasing for
two reasons. First, sequencing efficiency has been continually
improving. For example, a new version of Illumina sequencer
from 2023 [173] provides 44× higher throughput at only 1.5×
higher power consumption compared to an older version [182]
from 2020, resulting in much better sequencing energy effi-
ciency. Therefore, simply relying on scaling up commodity
systems to improve the analysis throughput worsens the en-
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ergy bottleneck. Second, the increased adoption of compact
portable sequencers [183] for on-site metagenomics (e.g., in
remote locations [184] or for personalized bedside care [19])
offers high-throughput sequencing with low energy costs. This
further amplifies the need for energy- and cost-effective anal-
ysis that can match the portability and convenience of these
sequencers.
3.2. Data Movement Overheads

We conduct experimental analysis to assess the storage sys-
tem’s impact on the performance of metagenomic analysis.
Tools and Datasets. We analyze two state-of-the-art tools
for presence/absence identification: 1) Kraken2 [49], which
queries its large database with random access patterns (R-Qry),4
and 2) Metalign [82], which exhibits mostly sequential stream-
ing accesses to its database (S-Qry). We use the best-performing
thread count for each tool. We use a query sample with 100 mil-
lion reads (CAMI-L, detailed in §5) from the CAMI dataset [59],
commonly used for profiling metagenomic tools. We generate
a database based on microbial genomes drawn from NCBI’s
databases [82, 185] using default parameters for each tool. For
Kraken2 [49], this results in a 293 GB database. For Metal-
ign [82], this results in a 701 GB k-mer database and a 6.9 GB
sketch tree. To show the impact of database size, we also ana-
lyze larger k-mer databases (0.6 TB and 1.4 TB for Kraken and
Metalign, respectively) that include more species.
System Configurations. We use a high-end server with an
AMD EPYC 7742 CPU [186] and 1.5-TB DDR4 DRAM [187].
We note that the DRAM size is larger than the size of all data
accessed during the analysis by each tool. This way, we can an-
alyze the fundamental I/O overhead of moving large amounts
of low-reuse data from storage to the main memory without
being limited by DRAM capacity. We evaluate I/O overheads
using: 1) a cost-optimized SSD (SSD-C) [85] with a SATA3 inter-
face [188], 2) a performance-optimized SSD (SSD-P) [84] with a
PCIe Gen4 interface [189], and 3) a hypothetical configuration
with zero performance overhead due to storage I/O (No-I/O).
SSD-P provides an order-of-magnitude higher sequential-read
bandwidth than SSD-C (detailed configurations in Table 1).
However, scaling up storage capacity only using performance-
optimized SSDs is challenging due to their much higher prices
(e.g., [190–192]) and fewer PCIe slots compared to SATA slots
available on servers (e.g., [186]).
Results andAnalysis. Fig. 3 shows the performance (through-
put in terms of #queries/sec) of the tools normalized to No-I/O.
We make three key observations. First, I/O overhead has a
large impact on performance for all cases. Compared to SSD-C
(SSD-P), No-I/O leads to 9.4× (1.7×) and 32.9× (3.6×) bet-
ter performance in R-Qry and S-Qry (averaged across both
databases), respectively. While both baselines significantly
suffer from large I/O overhead, we observe a relatively larger
impact on S-Qry due to its lower data reuse compared to R-Qry.
This is because the lower the data reuse, the less effectively the
initial I/O cost can be amortized. Second, even using the costly
state-of-the-art SSD (SSD-P) does not alleviate this overhead,
leaving large performance gaps between SSD-P and No-I/O in

4We experiment with both techniques of accessing the database devised
in the R-Qry baseline [73] and report the best timing. The first technique uses
mmap to access the database, while the second technique loads the entire
database from the SSD to DRAM as the first step when the analysis starts. In
this experiment, the second approach performs slightly better since, when
analyzing our read set, the application accesses most parts of the database.
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Figure 3: Performance of (a) R-Qry and (b) S-Qry under different
storage configurations and database sizes.

both tools. Third, I/O overhead increases as the databases grow.
For example, in R-Qry, the performance gap between SSD-C and
No-I/O widens from 7.1× to 12.5× as the database expands
from 0.3 TB to 0.6 TB. Based on these observations, We con-
clude that I/O accesses lead to large overheads in metagenomic
analysis, an issue expected to worsen in the future.
This I/O overhead, stemming from the need to move large

amounts of low-reuse data, is a fundamental problem that is
hard to avoid. One might think it is possible to avoid this over-
head by 1) using sampling techniques to shrink database sizes
(e.g., [48–53]) or 2) keeping all data required by metagenomic
analysis completely and always resident in main memory. Nei-
ther of these solutions is suitable. The first approach inevitably
reduces accuracy [18, 54, 59] to levels unacceptable for many
use cases (e.g., [18, 42, 54–59]). The second approach is en-
ergy inefficient, costly, unscalable, and unsustainable due to
two reasons. First, the sizes of metagenomic databases (which
are already large, i.e., in some recent examples, exceeding a
hundred terabytes [36, 37]) have been increasing rapidly. For
example, recent trends show the doubling of different impor-
tant databases in only several months [25, 40, 42]. Second,
regardless of the sizes of individual databases, different analy-
ses need different databases, with information from different
sets of genomes or with varying parameters. For example,
a medical center may use various databases for its patients
based on the patients’ conditions [172] (e.g., for different viral
infections [48, 193], sepsis [11], etc.). Therefore, it is inefficient
and unsustainable to maintain all data required by all possible
analyses in DRAM at all times.5
The I/O impact on end-to-end performance becomes even

more prominent in emerging systems in which other bottle-
necks are alleviated. For example, while metagenomics can
benefit from near-data processing at the main memory level,
i.e., processing-in-memory (PIM) [64, 65, 67, 68, 197–201], these
approaches still incur the overhead of moving the large, low
reuse data from the storage system. In fact, by alleviating other
bottlenecks, the impact of I/O on end-to-end performance
increases. For example, for the 0.3-TB and 0.6-TB Kraken2
databases, using a state-of-the-art PIM accelerator [64] of
Kraken2, No-I/O is on average 26.1× (3.0×) faster than SSD-C
(SSD-P). We conclude that while accelerating other bottlenecks
in metagenomic analysis (e.g., main memory bottlenecks) can
provide significant benefits, doing so does not alleviate the
overheads of moving large, low-reuse data from the storage
system.
3.3. Our Goal
ISP can be a fundamental solution for reducing data move-

ment. However, designing an ISP system for metagenomics
5Ultimately, these are the same reasons that the metagenomics community

has been investigating storage efficiency (e.g., the aforementioned sampling
techniques [48–53]) as opposed to merely relying on scaling the system’s main
memory [35, 57, 194–196].
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is challenging because none of the existing approaches can
be directly implemented as an ISP system effectively due to
an SSD’s constrained hardware resources. Techniques such
as R-Qry hinder leveraging ISP’s large potential by prevent-
ing the full utilization of the SSD’s internal bandwidth due
to costly conflicts in internal SSD resources [79–81] caused
by random accesses. Techniques such as S-Qry predominantly
incur more suitable streaming accesses, but at the cost of more
computation and main memory capacity requirements, pos-
ing challenges for ISP. Therefore, directly adopting existing
metagenomic analysis approaches in storage incurs perfor-
mance, energy, and lifetime overheads. Our goal in this work
is to improve the performance and efficiency of metagenomic
analysis by reducing the large data movement overhead from
the storage system in a cost-effective manner.
4. MegIS
We propose MegIS, the first ISP system designed for the

end-to-end metagenomic analysis pipeline to reduce its data
movement overheads from the storage system. MegIS is pri-
marily designed as a system for accelerating metagenomic
analysis. MegIS extends the existing SSD controller and FTL
without impacting the baseline SSD functionality. Therefore,
when metagenomic acceleration is not in progress, the SSD
can be accessible for all other applications, similar to a general-
purpose SSD.
We address the challenges of ISP for metagenomic analy-

sis via hardware/software co-design to enable what we call
cooperative ISP. In other words, we do not solely focus on pro-
cessing inside the storage system but, instead, we exploit the
strengths of processing both inside and outside the storage
system. MegIS enables an efficient pipeline between the host
system and the storage system to maximally leverage and or-
chestrate the capabilities of both systems.

It is possible for MegIS’s ISP steps to run on our lightweight
specialized ISP accelerators or, alternatively, on the existing em-
bedded cores in the SSD controller6 or other general-purpose
ISP systems (e.g., [105, 143, 157, 159]). This is because, leverag-
ing our optimizations, MegIS’s ISP steps require only simple
computation and small buffers. Efficiently performing metage-
nomics on any of these underlying hardware units requires
MegIS’s specialized task partitioning, data/computation flow
coordination, storage technology-aware algorithmic optimiza-
tions, and data mapping. The ability to leverage existing hard-
ware units (embedded SSD cores or general-purpose ISP sys-
tems) helps with MegIS’s ease of adoption. Ultimately, choos-
ing between different MegIS configurations (our specialized
lightweight accelerators or general-purpose hardware) is a
design decision that has various tradeoffs, with specialized
accelerators achieving the highest performance and power
efficiency (§6.1).
4.1. Overview

Fig. 4 shows an overview of MegIS’s steps. We design MegIS
as an efficient pipeline in the SSD and the host system. We
develop MegIS FTL (§4.5), which is responsible for communi-
cation with the host system and data flow across the SSD hard-
ware components (e.g., NAND flash chips, internal DRAM, and

6These cores are available for MegIS’s ISP since we envision that during
metagenomic acceleration, MegIS is not used as a general-purpose SSD and
does not run the baseline FTL. Instead, it runs MegIS FTL, which only performs
lightweight and infrequent tasks during ISP (see §4.5).
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Figure 4: Overview of MegIS.

hardware accelerators) when running metagenomic analysis.
Upon receiving a notification from the host to initiate metage-
nomic analysis ( 1 in Fig. 4), MegIS readies itself by loading
the necessary MegIS FTL metadata ( 2 ). After this preparation,
MegIS starts its three-step execution. In Step 1 (§4.2), the host
processes the input read queries ( 3 ) and transfers them in
batches to the SSD ( 4 ). In Step 2 (§4.3), the ISP units (ACC in
Fig. 4) find the species present in the sample ( 5 ). Steps 1 and
2 run in a pipelined manner. In Step 3 (§4.4), MegIS prepares
( 6 ) and transfers ( 7 ) the data needed for any further analysis.
By doing so, MegIS facilitates integration with different abun-
dance estimation approaches. MegIS leverages the SSD’s full
internal bandwidth since it avoids channel conflicts (due to its
specialized data/control flow) and frequent management tasks
(by not requiring writes during its ISP steps).
4.2. Step 1: Preparing the Input Queries
In this step, MegIS prepares the input read queries in a

metagenomic sample for metagenomic analysis. MegIS works
with lexicographically-sorted data structures to avoid expen-
sive random accesses to the SSD (similar to S-Qry, described
in §2.1). Like many other metagenomic tools (e.g., [48, 49, 51–
53,67, 73–78,82, 83, 90]), we assume the sorted k-mer databases
are pre-built before the analysis. However, sorting k-mers ex-
tracted from the input query read set is inefficient to perform
offline due to the need to store a large data structure (sorted
k-mer set) with each sample, potentially larger than the sample
itself, causing significant storage capacity waste. Therefore, to
prepare the input queries, MegIS 1) extracts k-mers from the
sample (§4.2.1), 2) sorts the k-mers (§4.2.2), and if needed, 3)
prunes some k-mers according to user-defined criteria (§4.2.3).
We execute this step in the host system for three reasons.

First, this step benefits from the relatively larger DRAM and
more powerful computation resources in the host. Second, due
to the large host-side DRAM, performing this step in the host
leads to significantly fewer writes to the flash chips, positively
impacting lifetime. For typical metagenomic read sets, storing
k-mers extracted from reads within a sample takes tens of
gigabytes (e.g., on average 60 GB with standard CAMI read
sets [59]). While generating and sorting k-mers inside the SSD
is possible, it would necessitate frequent writes to flash chips
or much larger DRAM. Third, by leveraging the host system
for this step, we enable pipelining and overlapping Step 1 with
Step 2 (which searches the large, low-reuse database).

To efficiently execute Step 1 on the host system, we need to
ensure two points. First, partitioning the application between
the host system and the SSD should not incur significant over-
heads due to data transfer time. Second, while it is reasonable
in most cases to expect the host DRAM to be large enough
to contain all extracted k-mers from a sample, MegIS should
accommodate scenarios where this is not the case and mini-
mize the performance, lifetime, and endurance overheads of
writes to flash chips due to page swaps (i.e., moving data back-
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and-forth between the host DRAM and the SSD when the host
DRAM is smaller than the application’s working set size).
The sequences in MegIS’s databases are encoded with two

bits per character (i.e., A, C, G, T in DNA alphabet) during their
offline generation. For the read sets, MegIS is able to work with
different formats. We perform the first analysis step (Step 1) in
the host system so that any format conversion can be flexibly
incorporated there (e.g., from ASCII or binary to 2-bit encod-
ing). The overhead of format conversion is negligible since
it involves a straightforward transformation of the four nu-
cleotide bases to the 2-bit encoded format. For the remainder
of MegIS’s pipeline, we use the 2-bit encoding.
4.2.1. K-mer Extraction. To reduce data transfer overhead
between different parts of the application that execute in the
host system and in the storage system, we propose a new input
processing scheme by improving upon the input processing
scheme in KMC [202]. We partition the k-mers into buckets,
each corresponding to a lexicographical range. This enables
overlapping the k-mer sorting and transfer of a bucket to the
SSDwith the ISP operations of Step 2 (§4.3) on previously trans-
ferred buckets. This is because the database k-mers are also
sorted and can already be accessed within the corresponding
range. Fig. 5 shows an overview of MegIS’s k-mer extraction.
The host reads the input reads from the storage system ( 1
in Fig. 5), extracts their k-mers ( 2 ), and stores them in the
buckets ( 3 ).7 In situations where a sample’s extracted k-mers
do not fit in the host DRAM, MegIS pins some buckets to the
host DRAM (e.g., Buckets 1 to N − 1 in Fig. 5) and uses the
SSD to store the others. This way, k-mers belonging to buck-
ets in the host DRAM do not move back and forth between
the host DRAM and the SSD ( 4 ). To reduce the overhead
of accessing buckets in the SSD, MegIS takes two measures.
First, MegIS allocates buffers in the host DRAM specifically
for buckets in the SSD. Once these buffers are full, it efficiently
transfers their contents to the SSD, maximizing the use of the
sequential-write bandwidth. Second, we map each bucket’s k-
mers across SSD channels evenly for parallelism. Since MegIS
does not require writes to the flash chips after this step (i.e.,
K-mer Extraction in Step 1), it can flush all of the FTL metadata
for write-related management to free up internal DRAM for
the next steps (details in §4.5).
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Figure 5: Overview of the k-mer extraction process in MegIS.

4.2.2. Sorting. After generating all k-mer buckets, MegIS
proceeds to sort the k-mers within the individual buckets. As
soon as a specific bucket i is sorted, MegIS transfers this bucket
to the DRAM inside the SSD in batches (to undergo Step 2, as
described in §4.3). Meanwhile, during the transfer of bucket i,
MegIS advances to sort bucket i + 1. MegIS can orthogonally
use a sorting accelerator (e.g., [203–205]) to perform sorting.

7To prevent bucket size imbalance, we initially create preliminary buckets
for a small k-mer subset. In case of imbalance, we merge some buckets to
satisfy a user-defined bucket count (default 512).

4.2.3. Excluding K-mers. MegIS, like various tools [5, 75,
82, 202, 206, 207], can exclude k-mers based on user-defined
frequencies to improve accuracy. Users can exclude 1) overly
common (i.e., indiscriminative) k-mers and 2) very infrequent
k-mers (e.g., those that appear only once), which may represent
sequencing errors or low-abundance organisms that are hard
to distinguish from random occurrences. Exclusion follows
sorting, where k-mers are already counted. While the size of
the extracted query k-mers (§4.2.1) can be large (on average
60 GB in our experiments), the size of the k-mer set selected
to go to Step 2 is much smaller (on average 6.5 GB) and is
significantly smaller than the database that may reach several
terabytes [34–39].
4.3. Step 2: Finding Candidate Species
In Step 2, MegIS finds the species present in the sample

by 1) intersecting the query k-mers and the database k-mers,
and 2) finding the taxIDs of the intersecting k-mers. We per-
form this stage inside the SSD since it requires streaming the
large database with low reuse and involves only lightweight
computation. This enables MegIS to leverage the SSD’s large
internal bandwidth and alleviate the overall burden of mov-
ing/analyzing large, low-reuse data from the rest of the system.
Considering the SSD’s hardware limitations, MegIS should

leverage the full internal bandwidth without requiring expen-
sive hardware resources inside the SSD (e.g., large internal
DRAM size/bandwidth and costly logic units). Performing this
step effectively inside the SSD requires efficient coordination
between the SSD and the host, mapping, hardware design, and
storage technology-aware algorithmic optimizations.
4.3.1. Intersection Finding. In this step, MegIS finds the
intersecting k-mers, i.e., k-mers present in both the query k-
mer buckets arriving from the host system and the large k-mer
database stored in the flash chips.

Relying solely on the SSD’s internal DRAM to 1) buffer the
query k-mers arriving from the host system and the database
k-mers arriving from the SSD channels at full bandwidth and
2) stream through both to find their intersection can pressure
the valuable internal DRAM bandwidth. For example, reading
the database from the SSD channels at full bandwidth in a high-
end SSD can already exceed the LPDDR4 DRAM bandwidth
used in current SSDs [84,105,208] and even the 16-GB/s DDR4
bandwidth [105, 187]. To address this challenge, we adopt an
approach similar to [105] and operate on data fetched from
flash chips without buffering them in the internal DRAM. De-
spite its benefits, this approach requires large buffers (64 KB
for input and 64 KB for output) per channel.
To facilitate low-cost computation on flash data streams,

we leverage two key features of MegIS to find the minimum
required buffer size. First, the computation in this step is
lightweight and does not require a large buffer for data await-
ing computation. Second, data is uniformly spread across chan-
nels, with each compute unit handling data from one channel.
Based on these, we directly read data from the flash chips and
include two k-mer registers per channel. One register holds a
k-mer as the computation input, while the other register stores
the subsequent k-mer as it is read from the flash chips. This
way, by only using two registers, MegIS directly computes on
the flash data stream at low cost.
Fig. 6 shows the overview of MegIS’s intersection finding

process. First, MegIS reads the query k-mers to the internal
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Figure 6: Overview of the intersection finding process inMegIS.

DRAM in batches ( 1 in Fig. 6). Second, it concurrently reads
both the sorted query k-mers (from the internal DRAM) and
the sorted database k-mers (from the flash chips), performing
a comparison to find their intersection ( 2 ) using per-channel
Intersect units located in the SSD controller. Third, MegIS
writes the intersecting k-mers to the internal DRAM for further
analysis ( 3 ).
Fetching Query K-mers. To efficiently use external band-
width, MegIS moves buckets from the host system to the inter-
nal DRAM in batches. We manage two batches in the internal
DRAM to overlap transfer and intersection finding. For an SSD
with 8 channels, 4 dies/channel, 2 planes/die, and 16-KiB pages,
MegIS requires space for two 1-MiB batches (i.e., B#i − 1 and
B#i in Fig. 6) in the internal DRAM.
Intersection Finding. MegIS reads the query k-mers from
the internal DRAM and the database k-mers from the flash
chips. Intersection Finding runs in a pipelined manner with
Fetching Query K-mers. We store the database evenly across
different channels to leverage the full internal bandwidth when
sequentially reading data using multi-plane operations. MegIS
finds the intersecting k-mers as follows: If a database k-mer
equals a query k-mer, MegIS records the k-mer as an intersect-
ing k-mer. If a query k-mer is larger (smaller), MegIS reads the
next database (query) k-mer. MegIS’s Control Unit, located on
the SSD controller, receives the comparison results and issues
the control signals accordingly.8
Storing the Intersecting K-mers. MegIS stores the intersect-
ing k-mers in the SSD’s internal DRAM.9 The internal DRAM
needs to support 1) fetching the queries, 2) reading them out,
3) storing the intersection, and 4) reading FTL metadata. Since
the query k-mer set, the intersection, and the FTL metadata
(FTL details in §4.5) are significantly smaller than the database,
they can be accessed at a much smaller bandwidth than the
bandwidth required for reading the database. For example, for
our datasets in §5, when fully leveraging SSD-P’s internal flash
bandwidth by reading the database from all flash channels,
MegIS requires only 2.4 GB/s of DRAM bandwidth to access
all datasets stored in the internal DRAM.
4.3.2. Retrieving TaxIDs. MegIS finds the taxIDs of the
species corresponding to the intersecting k-mers by looking
up the intersecting k-mers in a pre-built sketch database. Each
sketch is a small representative subset of k-mers associated
with a given taxID. A sketch database stores the k-mer sketches
and their associated taxIDs for a given set of species. Similar to
[82], we use CMash [209] to generate sketches. MegIS can also

8Figs. 5, 6, and 8 exclude Control Unit and its connections for readability.
9The intersecting k-mers do not have a strict size requirement and can use

the available internal DRAM’s space opportunistically. Usually, its small size
allows it to fully fit in the internal DRAM. However, in a case where it does
not, MegIS starts the taxID retrieval (§4.3.2) for the already-found intersecting
k-mers; then resumes this step, overwriting the old intersecting k-mers.

use other sketch generation methods. MegIS flexibly supports
variable-sized k-mers in its sketch database. As shown by prior
works [48,209], while longer k-mers are more unique and offer
greater discrimination, they may result in missing matches
between the intersecting k-mers and sketches. In such cases,
users may also search for smaller k-mers by looking up the
prefixes of the intersecting k-mers in the sketch database. This
enables finding additional matches and increasing the true
positive rate.

Finding taxIDs for variable-sized k-mers is challenging since
it requires many pointer-chasing operations on a large data
structure that may not fit in the SSD’s internal DRAM. To sup-
port variable-sized k-mers, some approaches (e.g., [48, 51, 82,
209, 210]) provide data structures to encode the k-mer infor-
mation in a space-efficient manner. For example, CMash [209]
encodes k-mers of variable sizes in a ternary search tree. Fig. 7
shows sketch databases with variable-sized k-mers (k = 5, 4,
and 3) alongside their taxIDs in a separate tables, as used by
some prior approaches [90,211], and b in a ternary search tree.
This tree structure is devised to 1) save space and 2) retrieve
the taxIDs for all k-mers with k ≤ kmax that are prefixes of
a query kmax-mer. For example, as shown in Fig. 7, when
traversing the tree to look up the 5-mer AATCC, we can look up
the 4-mer AATC during the same traversal. Despite its benefits,
this approach requires up to kmax pointer-chasing operations
for each lookup. Performing these operations inside the SSD is
challenging since the tree can be larger than the SSD’s internal
DRAM, and pointer chasing on flash arrays is expensive due
to their significantly larger latency compared to DRAM.

While MegIS can perform taxID retrieval in the host system,
we identify a new optimization opportunity leveraging unique
features of ISP (i.e., large internal bandwidth and storage ca-
pacity), which avoids pointer-chasing at the cost of larger data
structures. Fig. 7 c shows an overview of our approach, K-mer
Sketch Streaming (KSS). For k-mers with k = kmax, MegIS stores
the k-mer sketches and their taxIDs similar to a . MegIS keeps
this table in a lexicographically-sorted order. For each smaller
k-mer (with k < kmax), MegIS only stores the taxIDs that
are not attributed to their corresponding larger, more unique,
k-mer. For these smaller k-mers, MegIS does not store the
k-mer itself and instead, uses the prefixes of the kmax-mers to
retrieve the smaller k-mers. MegIS allows for taxID retrieval by
sequentially streaming through the intersecting k-mers (which
are already sorted) and the KSS tables. While the KSS data
structure is larger than the corresponding ternary search tree
b , it is much more suitable for ISP due to its streaming ac-
cess feature. KSS can also be efficient for processing outside
the storage system with SSDs with high external bandwidth
(§6.1). KSS leads to 7.5× smaller data structures compared to
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the 107-GB data structure in a , and 2.1× larger compared to
b (dataset details in §5).
Fig. 8 shows an overview of MegIS’s taxID retrieval process.

As an example, we demonstrate retrieving 5- and 4-mers. First,
MegIS reads the intersecting k-mers (i.e., 5-mers) from the inter-
nal DRAM and concurrently reads the 5-mer sketches and their
IDs from an SSD channel to find their matches (using the same
Intersect unit in §4.3.1) ( 1 ). Second, to find 4-mer matches,
MegIS compares the prefixes of the intersecting 5-mers with
the prefixes of the 5-mer sketches ( 2 ). MegIS incorporates a
lightweight Index Generator. It compares the 4-mer prefixes
of each pair of consecutive 5-mers. When the prefixes differ
(indicating the start of a new 4-mer), it identifies the new prefix
as the new 4-mer and reads the next 4-mer taxID from a SSD
channel. Third, MegIS sends the retrieved taxIDs to the host
( 3 ) as the IDs of the candidate species present in the sample.
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Figure 8: Overview of the TaxID retrieval process in MegIS.

4.4. Step 3: Abundance Estimation
For applications that require abundance estimation, MegIS

integrates further analysis on the candidate species identi-
fied as present in the sample at the end of Step 2. MegIS can
flexibly integrate with different approaches to abundance esti-
mation used in various tools, such as (i) lightweight statistics
(e.g., [89–91]) or (ii) more accurate and costly read mapping
(e.g., [48, 54, 82]), where the input read set is mapped to the
reference genomes of candidate species present in the sam-
ple. Based on the relative number of reads that map to each
species’ reference genome, we can determine the occurrence
frequencies of different species. MegIS can integrate with
different existing statistical approaches or read mapping, per-
formed in the host or an accelerator, specialized for short reads
(e.g., [4, 212, 213]) or long reads (e.g., [4, 7, 212]). We note that
Steps 1 and 2 of MegIS are based on k-mers extracted from the
reads and do not depend on a specific read length.
While the lightweight statistical approaches can work di-

rectly on the output of Step 2, MegIS requires additional data
preparation to facilitate read mapping. The read mapper re-
quires the query reads and a unified index of the reference
genomes of the candidate species present in the sample [5].
In comparison to using individual indexes for each species,
the unified index eliminates the need to search through each
index separately, thereby reducing the overheads of the read
mapping process. Building indexes for individual species is
a one-time task. Yet, creating a unified index for the initially
unidentified species present in the sample cannot be done of-
fline. MegIS facilitates index generation for read mapping by
generating a unified index in the SSD. Fig. 9 shows an example
of the process of unified index generation in MegIS. Each index
entry shows a k-mer and its location in that species’ reference
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Figure 9: Merging the reference indexes to facilitate read map-
ping during abundance estimation.

genome. MegIS reads each index stored in the flash chips se-
quentially and merges their entries into a unified index. When
MegIS finds a common k-mer (e.g., CCA in Fig. 9), it stores the
corresponding location of the k-mer in both reference genomes,
adjusting the locations with appropriate offsets based on the
reference genome sizes. After generating the unified index,
MegIS transfers the index to the host system or an accelerator
to perform read mapping for abundance estimation.
4.5. MegIS FTL
MegIS FTL needs simple changes to the baseline FTL to

handle communication between the host and the SSD.
FTL Metadata. At the beginning of MegIS’s operation as a
metagenomic acceleration framework, MegIS FTL maintains
all metadata of the regular FTL in the internal DRAM. For
the only step that requires writes to the NAND flash chips
(§4.2.1, K-mer Extraction in the host), MegIS FTL uses the write-
related metadata (e.g., L2P, bad-block information). After the
K-mer Extraction step, MegIS does not require writes to the
NAND flash chips, so it flushes the regular L2P metadata and
loads MegIS FTL’s L2P metadata while still keeping the other
metadata of a regular FTL.

MegIS is designed to only access the underlying flash chips
sequentially, which inherently reduces the size of the required
L2P mapping metadata. In regular FTL, L2P mappings domi-
nate the SSD’s internal DRAM capacity due to the page-level
granularity of mappings [85, 110, 214]. However, by accessing
data sequentially, MegIS FTL circumvents the need for such
detailed page-level mappings. Instead, MegIS FTL utilizes a
more coarse-grained block-level mapping, which substantially
reduces the size of L2P metadata. Therefore, flushing regular
L2P mapping metadata into flash chips and using MegIS FTL’s
metadata enables us to exploit most of the internal DRAM
bandwidth and capacity during ISP.
Data Placement. Fig. 10 shows how MegIS FTL manages
the target data (i.e., databases10) stored in NAND flash with
reduced L2P metadata. When storing a database in the SSD 1 ,
MegIS FTL evenly and sequentially distributes the data across
all channels 2 while ensuring that every active block [215]
(i.e., blocks available for write operations in the SSD) in dif-
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…
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(i)	Start	Addresses
73à 32	(Page	0)

(ii)	Database	Size:	S

Sequential	access

(iii)	Sequence	of	Blocks	
Ch#0: 32à56à…
Ch#1: 73à87à…
Ch#N-1: 232à256à……

…

Figure 10: Data layout and mapping data structure in MegIS.

10K-mer databases (§4.3.1) and sketch databases (§4.3.1) are the only data
structures accessed from NAND flash memory during MegIS’s ISP operations.

9



ferent channels has the same page offset. Since MegIS always
accesses the database sequentially, MegIS FTL’s L2P mapping
metadata 3 consists of (i) the mapping between start logical
page address (LPA) and physical page address (PPA), (ii) the
database size, and (iii) the sequence of physical block addresses
storing the database. As shown in Fig. 10, MegIS FTL can se-
quentially read the stored database from the starting LPAwhile
performing reads in a round-robin manner across channels. To
do so, MegIS FTL just increments the PPA within a physical
block and resets the PPA when reading the next block.

Compared to the regular L2P, whose space overhead is 0.1%
of stored data (4 bytes per 4 KiB), MegIS’s L2P is very small.
For example, MegIS only requires ∼1.3 MB to store a 4-TB
database, assuming a physical block size of 12 MB: 4 bytes
for each of the 349,525 used blocks (and a few bytes for the
start L2P mapping and database size). The only metadata other
than L2P that must be kept during ISP is the per-block access
count for read-disturbance management [100], so the total
MegIS-FTL metadata size is up to 2.6 MB.
SSD Management Tasks. MegIS’s ISP accelerators are lo-
cated in the SSD controller and access data after ECC. ECC
does not restrict MegIS’s ISP performance. Modern SSDs are
designed with ECC capabilities that match the full internal
bandwidth of the SSD to support both I/O requests and in-
ternal data migrations due to management tasks like garbage
collection [71, 72, 116].

MegIS performs other tasks for ensuring reliability (e.g., re-
fresh to prevent uncorrectable errors [71, 72, 97–104]) before
or after the ISP because 1) the duration of each MegIS pro-
cess is significantly smaller than the manufacturer-specified
threshold for reliable retention age (e.g., one year [216]), and
2) MegIS avoids read disturbance errors [100] during ISP due
to its sequential low-reuse accesses.
4.6. Storage Interface Commands

MegIS requires three newNVMe commands. First, MegIS_Init
initiates the metagenomic analysis and communicates the size
and starting address of the space in the host DRAM that is avail-
able for MegIS’s operations. Upon receiving this command,
MegIS readies itself to work in the metagenomic acceleration
mode (§4.1). During metagenomic analysis steps, MegIS FTL
and MegIS’s FSM controller handle the data/control flow. Sec-
ond, MegIS_Step communicates the start and end of each step
executed in the host to the SSD, enabling MegIS to manage
control and data flow accordingly. MegIS_Step specifies the
step performed in the host system, such as k-mer extraction
(§4.2.1) or sorting (§4.2.2), with an input argument. Each time
this command with the same argument is sent, it alternates
between marking the start and the end of a step. After com-
pleting the metagenomic analysis, MegIS switches back to
operating as a baseline SSD. Third, MegIS_Write is a special-
ized write operation that updates MegIS FTL’s small mapping
metadata whenever metagenomic data is written to the SSD.
MegIS_Write is similar to the regular NVMe write command,
except that it updates mapping metadata in both the regular
FTL and MegIS FTL.
4.7. Multi-Sample Analysis
For some use cases (e.g., globally tracing antimicrobial

resistance [217], associating gut microbiomes to health sta-
tus [1, 218]), a metagenomic study can have multiple read sets

(i.e., samples) that need to access the same database. If the
host’s DRAM is larger than the k-mer sizes extracted from
a sample, we use the available DRAM opportunistically to
buffer k-mers extracted from several samples. This way, MegIS
streams through one database only once. Fig. 11 shows the
timeline of analyzing a single (S) or multiple (M) samples in
the baseline (Base), in our proposed optimized approach in
software (Opt), and in MegIS (MS). To accelerate input query
processing (§4.2) when analyzing several input query samples,
MegIS can be flexibly integrated with a sorting accelerator
(e.g., [203–205]) and further improve end-to-end performance.

K-mer	Extraction
Sorting	+	K-mer	Exclusion
Intersection	Finding
Tax	ID	Retrieval
Transfer

Time

Base-S
MS-S

Base-M
Opt-M

MS-M

Figure 11: Timeline of analyzing single or multiple samples in
the baseline and MegIS.

5. Evaluation Methodology
Performance. We design a simulator that models all of
MegIS’s components, including host operations, accessing
flash chips, internal DRAM, in-storage accelerator, and host-
SSD interfaces. We feed the latency and throughput of each
component to this simulator. For the components in the
hardware-based steps (e.g., ISP units in Steps 2 and 3): We
implement MegIS’s logic components in Verilog. We synthe-
size them using the Synopsys Design Compiler [219] with a
65 nm library [220] and perform place-and-route using Ca-
dence Innovus [221]. We use two state-of-the-art simulators,
Ramulator [222, 223] to model SSD’s internal DRAM, and
MQSim [224, 225] to model SSD’s internal operations. For
the components in the software-based step (e.g., host oper-
ations in Step 1), we measure performance on a real system,
an AMD® EPYC® 7742 CPU [186] with 128 physical cores and
1-TB DRAM (in all experiments unless stated otherwise). For
the software baselines, we measure performance on this real
system, with best-performing thread counts. The source code
of MegIS, scripts, and datasets can be freely downloaded from
https://github.com/CMU-SAFARI/MegIS.
SSDs. We use SSD-C [85] and SSD-P [84] as described in §3.2 in
our real system experiments. In our MQSim simulations for the
ISP steps, we faithfully model the SSDs with the configurations
summarized in Table 1.
Area and Power. For logic components, we use the results
from our Design Compiler synthesis. For SSD power, we use
the values of a Samsung 3D NAND flash-based SSD [87]. For
DRAM power, we base the values on a DDR4 model [187, 227].
For the CPU cores, we use AMD® µProf [228].
Baseline Metagenomic Tools. We use a state-of-the-art
performance-optimized (P-Opt) tool, Kraken2 + Bracken [49],
and a state-of-the-art accuracy-optimized (A-Opt) tool, Metal-
ign [82]. Particularly, for the presence/absence task, we use
Kraken2 without Bracken, and Metalign without mapping (i.e.,
only KMC [202] + CMash [209]). For abundance estimation,
we use Kraken2 + Bracken, and full Metalign. A-Opt achieves
significantly higher accuracy compared to P-Opt [59, 82]. In
particular, A-Opt leads to 4.6–5.2× higher F1 scores and 3–24%
lower L1 norm error across all tested inputs. One major rea-
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Table 1: SSD configurations.

Specification SSD-C SSD-P

General 48-WL-layer 3D TLC NAND flash-based SSD
4 TB capacity, 4 GB internal LPDDR4 DRAM [226]

Bandwidth
(BW)

600 MB/s interface BW
(SATA3);

560 MB/s sequential-read BW
1.2-GB/s channel I/O rate

8 GB/s interface BW
(4-lane PCIe Gen4);

7 GB/s sequential-read BW
1.2-GB/s channel I/O rate

NAND
Config

8 channels, 8 dies/channel,
4 planes/dies, 2,048 blocks/plane,
196 WLs/block, 16 KiB/page
(4/8/16 channels in Fig. 17)

16 channels, 8 dies/channel,
2 planes/dies, 2,048 blocks/plane,
196 WLs/block, 16 KiB/page
(8/16/32 channels in Fig. 17)

Latencies Read (tR): 52.5 µs, Program (tPROG): 700 µs

Embedded
Cores 3 ARM Cortex-R4 cores [86] 4 ARM Cortex-R4 cores [86]

son is that A-Opt uses larger and richer databases compared
to performance-optimized P-Opt. MegIS’s end-to-end accu-
racy matches the accuracy of A-Opt because MegIS’s databases
encode the same set of k-mers and sketches as A-Opt.
For both Metalign and MegIS, we use GenCache [212] for

mapping. We use the mapping throughput as reported by the
original paper [212]. MegIS can be flexibly integrated with
other mappers. We also evaluate a state-of-the-art PIM k-mer
matching accelerator [64] for accelerating Kraken2’s pipeline.
We use the k-mer matching performance as reported by the
original paper [64].
Datasets. We use three query read sets from the commonly-
used CAMI benchmark [229], with low, medium, and high
genetic diversity (i.e., CAMI-L, CAMI-M, and CAMI-H, re-
spectively). Each read set has 100 million reads. We generate
a database based on microbial genomes drawn from NCBI’s
databases [82, 185] including 155,442 genomes for 52,961 mi-
crobial species. For database generation, we use default pa-
rameters for each tool. For Kraken2 [49], this results in a
293 GB database. For Metalign [82], this results in a 701 GB
k-mer database and a 6.9 GB sketch tree. MegIS uses the same
701 GB k-mer database and a 14 GB sketch database for MegIS’s
KSS sketch database (§4.3.2).

6. Evaluation

6.1. Presence/Absence Identification Analysis

We use 1-TB host DRAM in this analysis (smaller than all
datasets we evaluate). We examine seven metagenomic anal-
ysis configurations: 1) P-Opt, 2) A-Opt, 3) A-Opt+KSS, where
A-Opt leverages the software implementation of MegIS’s KSS
approach (§4.3.2) instead of Metalign’s CMash [82] for retriev-
ing taxIDs, 4) Ext-MS: a MegIS implementation without ISP,
where the same accelerators used in MegIS are outside the
SSD, 5) MS-NOL: a MegIS implementation without overlapping
the host and SSD operations as enabled by MegIS’s bucketing
(§4.2), 6) MS-CC: a MegIS configuration where the SSD cores
perform MegIS’s ISP tasks, and 7) MS: a MegIS configuration
where the hardware accelerators on the SSD controller perform
the ISP tasks.

Fig. 12 shows the speedup of the seven configurations over
P-Opt, on three read sets and with SSD-C and SSD-P. We make
six key observations. First, MegIS’s full implementation (MS)
achieves significant speedup compared to both performance-
optimized (P-Opt) and accuracy-optimized (A-Opt) baselines.
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Figure 12: Speedup for different SSDs and input sets.

With SSD-C (SSD-P), MS is 5.3–6.4× (2.7–6.5×) faster com-
pared to P-Opt, and 12.4–18.2× (6.9–20.4×) faster compared
to A-Opt. Second, A-Opt+KSS, which leverages MegIS’s taxID
retrieval approach (KSS) instead of A-Opt’s baseline taxID re-
trieval approach, improves A-Opt’s performance by 1.4× (4.2×)
on average on SSD-C (SSD-P). MegIS’s full implementation out-
performs A-Opt+KSS by 10.5× (2.9×). This shows that while
MegIS’s KSS approach, even outside the SSD, provides large
benefits, MegIS’s full implementation provides significant addi-
tional benefits by alleviating I/O overhead. Third, with SSD-C
(SSD-P), MS leads to 23.5% (34.9%) greater average speedup
compared to MegIS’s implementation without overlapping
the steps (MS-NOL). This is due to MegIS’s bucketing scheme
that enables overlapping the steps. Fourth, MS leads to 10.2×
(2.2×) average speedup on SSD-C (SSD-P) compared to MegIS’s
implementation outside the SSD (Ext-MS) due to the benefits
of MegIS’s specialized ISP. Fifth, while MS-CC provides large
speedup, MS leads to 9% (43%) greater average speedup com-
pared to MS-CC on SSD-C (SSD-P). While both MegIS configu-
rations provide large speedup, this shows that the hardware
accelerators are useful and their benefits improve as the inter-
nal bandwidth grows. Sixth, MegIS’s speedup improves as the
genetic diversity of the input read sets increases (from CAMI-L
to CAMI-H). This is due to the presence of more species in
more diverse read sets, which results in a greater number of
sketch tree lookups in the baseline taxID retrieval approach.
In contrast, MegIS’s KSS efficiently retrieves all taxIDs in a
single pass through the sketch tables.
To further demonstrate the benefits of MegIS’s optimiza-

tions, Fig. 13 shows the time breakdowns with CAMI-L as
a representative input. First, KSS improves performance by
reducing the execution time of taxID retrieval (as seen by
A-Opt+KSS over A-Opt). Second, MegIS without overlapping
improves performance over A-Opt+KSS by leveraging ISP to
accelerate intersection finding and taxID retrieval (as seen by
MS-NOL over A-Opt+KSS). Third, adding overlapping inMegIS’s
full implementation improves performance by overlapping the
execution of sorting in the host system with intersection find-
ing in the SSD (as seen by MS over MS-NOL).
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Figure 13: Time breakdown with different SSDs for CAMI-L.
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Effect of Database Size. Fig. 14 shows the effect of database
size, using CAMI-M as a representative input. The largest
database size in each tool (marked by 3×) equals the size men-
tioned in §5. We observe that MegIS’s speedups increase as the
database size increases (up to 5.6×/3.7× speedup compared to
P-Opt on SSD-C/SSD-P as database size grows to 3×).
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Figure 14: Speedup with different database sizes.

Effect of the Number of SSDs. MegIS benefits from more
SSDs in two ways. First, mapping different databases to dif-
ferent SSDs allows for concurrent analyses, each benefiting
from MegIS, as already shown (see Fig. 12). Since MegIS’s
databases and queries are sorted, the database can be disjointly
split across SSDs. Fig. 15 demonstrates this case by show-
ing the speedup of different configurations over P-Opt. We
show that MegIS maintains its large speedup with many SSDs
(i.e., up to eight). As the external bandwidth increases for the
baselines (with the number of SSDs), internal bandwidth also
increases for MegIS. Particularly, speedup over P-Opt increases
until some point (two SSDs) because MegIS takes better advan-
tage of the scaling due to its more efficient streaming accesses.
Although there is a slight decrease in speedup when moving
from two to eight SSDs, the speedup is still high (6.9×/5.2×
over eight SSD-Cs/SSD-Ps). This decrease is because in MegIS,
due to the large internal bandwidth with 8 SSDs, the overall
throughput becomes dependent on the host’s sorting. There-
fore, in systems with many SSDs, MegIS can be integrated with
an accelerator for sorting (e.g., [203–205]) for further speedup.
We conclude that MegIS effectively leverages the increased
internal bandwidth with more SSDs. Due to this efficient use
of multiple SSDs (owing to MegIS’s sorted database that can be
disjointly partitioned), MegIS can efficiently scale up to very
large databases that are distributed across different SSDs.
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Figure 15: Speedup with different number of SSDs.

Effect of Main Memory Capacity. Fig. 16 demonstrates
the effect of host DRAM capacity by showing the speedup of
all configurations over P-Opt with CAMI-M.11 To gain a fair
understanding of I/O overheads when DRAM is smaller than
the database, we reduce I/O overheads as much as possible in
software. We adopt an optimization [57] to load and process
P-Opt’s database into chunks that fit in DRAM.12 In this case,
random accesses to the database in each chunk do not repeat-
edly access the SSD. However, two overheads still remain: 1)
there is still the I/O cost of bringing all chunks from the SSD
to the host DRAM, and 2) for every database chunk, all of the
input sequences must be queried. We make three observa-

11In all cases, except for the 32GB configuration, all k-mer buckets extracted
from the read set (§4.2.1) fit in the host DRAM.

12Note A-Opt does not require this due to its streaming database accesses.
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Figure 16: Speedup with different main memory capacities.

tions. First, MegIS’s speedup increases compared to P-Opt with
smaller DRAM (e.g., up to 38.5× speedup with 32GB of host
DRAM). This is because P-Opt’s performance is hindered by
the host DRAM capacity, while MegIS does not rely on large
host DRAM. Second, A-Opt and A-Opt+KSS are not affected by
the small DRAM (except for the 32-GB configuration) due to
their streaming database accesses. But regardless of DRAM
size, they suffer from I/O overhead. Third, with the 32-GB
DRAM, which is smaller than the extracted query k-mers in
Step 1 (§4.2.1), MS’s speedup increases. This is because MegIS’s
bucketing (§4.2.1) avoids unnecessary page swaps between the
host DRAM and the SSD in this case. We conclude that MegIS
enables fast and accurate analysis, without relying on large
DRAM or large SSD-external bandwidth.
Effect of Internal Bandwidth. Fig. 17 shows the effect of
internal bandwidth (i.e., by varying the number of SSD chan-
nels) on MegIS with CAMI-M as a representative input. We
observe that MegIS’s speedup increases as the internal band-
width increases. On SSD-C (SSD-P), MegIS leads to 12.3–41.8x
(8.6–21.6x) speedup over A-Opt. The increased speedup is due to
the improved performance of MegIS’s ISP steps as the internal
bandwidth increases.
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Figure 17: Speedup with varying SSD internal bandwidth.

Impact on System Cost Efficiency. MegIS increases sys-
tem cost-efficiency because (i) it analyzes large amounts of
data inside storage and removes a large part of the analysis
burden from other parts of the system, and (ii) it does not
rely on either high-bandwidth host-SSD interfaces or large
DRAM. Fig. 18 compares MegIS on a cost-optimized system
with SSD-C and 64-GB host DRAM (MS_C) to baselines 1) on the
same system (P-Opt_C and A-Opt_C) and 2) on a performance-
optimized system with SSD-P and 1-TB host DRAM (P-Opt_P
and A-Opt_P).13 We make two key observations. First, MegIS
on the cost-optimized system outperforms the baselines even
when they run on the performance-optimized system. MS_C
provides 2.4× and 7.2× average speedup compared to P-Opt_P
and A-Opt_P, respectively. Note that MS_C provides the same
accuracy as A-Opt_P and significantly higher accuracy than
P-Opt_P. Second, baselines on the cost-optimized system expe-

13For the performance-optimized system, we calculate the cost of 1TB
DRAM to be roughly 7080 USD (8× 128GB modules [230]) and the cost of
SSD-P to be roughly 875 USD. For the performance-optimized system, we cal-
culate the cost of 64GB DRAM to be roughly 312 USD (8× 8GB modules [231],
assuming the same number of memory channels as the performance-optimized
system) and the cost of SSD-C to be roughly 346 USD. Note that the cost of
the total storage system depends not only on the price of each SSD but also on
the available interconnection slots in the systems, as systems typically have
fewer PCIe slots (needed for SSD-P) than SATA slots (needed for SSD-C).
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Figure 18: Speedup of MegIS on a cost-optimized system over
baselines on cost-/performance-optimized systems.

rience significantly worse performance compared to when they
run on the performance-optimized system. P-Opt_C leads to
6.8× (7.7×) average (maximum) slowdown over P-Opt_P, and
A-Opt_C leads to 2.8× (4.2×) average (maximum) slowdown
over A-Opt_P. We conclude that MegIS improves system cost-
efficiency, while providing high performance and accuracy.
This is critical to both increasing the system cost-efficiency and
enabling portable analysis, which is increasingly important due
to the advances of compact portable sequencers [183, 232, 233]
for on-site metagenomics [19, 26, 178, 184].
Comparison to a PIM Accelerator. Fig. 19 compares MegIS
to a PIM-accelerated baseline. We evaluate Kraken2’s end-to-
end performance (i.e., including the I/O accesses to load data to
the PIM accelerator, k-mer matching, sample classification, and
other computation [49]), performing k-mermatching on a state-
of-the-art PIM system, Sieve [64].14 MegIS achieves 4.8-5.1×
(1.5-2.7×) speedup on SSD-C (SSD-P) over the PIM-accelerated
baseline while providing significantly higher accuracy (4.8×
higher F1 scores and 13% lower L1 norm error).15
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Figure 19: Speedup over a PIM-accelerated baseline [64].

6.2. Abundance Estimation Analysis
We evaluate abundance estimation with four configurations:

1) P-Opt, 2) A-Opt, 3) MS-NIdx: a MegIS implementation that
does not leverage MegIS’s third step for generating a uni-
fied reference index (§4.2), and instead uses Minimap2 [5]
for index generation, and 4) MS: MegIS’s full implementation.
Fig. 20 shows speedups over P-Opt. We make two key obser-
vations. First, MegIS’s full implementation leads to signifi-
cant speedup compared to both performance- and accuracy-
optimized baselines. MS provides 5.1–5.5× (2.5–3.7×) speedup
on SSD-C (SSD-P) compared to P-Opt, and 12.0–15.3× (6.5–
20.8×) speedup compared to P-Opt. Second, MegIS’s full im-
plementation achieves 65% higher average speedup compared
to MS-NIdx due to MegIS’s efficient index generation.
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Figure 20: Speedup for abundance estimation.

14We do not use PIM for Metalign’s k-mer matching as k-mer matching in
Metalign is bottlenecked only by I/O bandwidth, not main memory, due to its
streaming accesses.

15A larger database for Kraken2 to encode richer information can increase
accuracy for the PIM-accelerated baseline, but with even larger I/O overhead.

6.3. Multi-Sample Use Case
Fig. 21 shows speedup for themulti-sample use case inwhich

multiple samples need to access the same database (§4.7). We
consider 256-GB host DRAM in which we can buffer k-mers
from 1–16 samples. We show the performance ofMegIS’s multi-
sample pipelined optimization (as described in §4.7) in software
(MS-SW) and in the full MegIS design (MS). In all configurations
that require sorting (all except P-Opt), we use a state-of-the-art
sorting accelerator [204].16 First, MS achieves large speedups of
up to 37.2×/100.2× over P-Opt/A-Opt. Second, MS-SW leads to
up to 20.5× (52.0×) speedup over A-Opt on SSD-C (SSD-P), and
the speedup grows with the number of samples. We conclude
that MegIS’s pipeline optimization for the multi-sample use
case in both software and hardware leads to large speedups
over the baseline tools, and the hardware configuration leads
to larger speedups compared to the software configuration by
additionally leveraging ISP.
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Figure 21: Speedup for multi-sample analysis.

6.4. Area and Power
Table 2 shows the area and power consumption of MegIS’s

hardware accelerator units at 300MHz. While these units could
be designed to operate at a higher frequency, their throughput
is already sufficient since MegIS is bottlenecked by NAND
flash read throughput. MegIS’s hardware accelerator area and
power requirements are small: only 0.04 mm2 and 7.658 mW
at 65 nm. The accelerator can be place-and-routed in a small
space with 0.25mm × 0.25mm dimensions (0.0625 mm2). The
area overhead of the accelerator is 0.011 mm2 at 32 nm,17
which is 1.7% of the three 28-nm ARM Cortex R4 cores [86] in
a SATA SSD controller [87]. While both the accelerator and
the cores in the SSD controller can execute MegIS’s ISP tasks,
the accelerator is 26.85× more power-efficient than the cores.

Table 2: Area and power consumption of MegIS’s logic.

Logic unit # of instances Area [mm2] Power [mW]

Intersect (120-bit) 1 per channel 0.001361 0.284
k-mer Registers (2× 120-bit) 1 per channel 0.002821 0.645
Index Generator (64-bit) 1 per channel 0.000272 0.025

Control Unit 1 per SSD 0.000188 0.026
Total for an 8-channel SSD - 0.04 7.658

6.5. Energy
We demonstrate the energy consumption of different

metagenomic analysis tools by obtaining the energy of the
host processor, the host DRAM, the accelerators, the SSD’s in-
ternal DRAM, host/SSD communications, and the SSD accesses.
For each tool, we calculate the energy consumption of each
part of the system based on its active/idle power and execution
time. We observe that MegIS provides significant energy bene-
fits over other software and hardware baselines by alleviating

16 We use the sorting throughput reported by the original paper [204] and
model the data movement time between the sorting accelerator and other
stages of MegIS’s pipeline.

17We scale area to lower technology nodes using the methodology in [234].
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I/O overhead and reducing the burden of metagenomic analy-
sis in the system (the host processor and DRAM). Across our
evaluated SSDs and datasets, MegIS leads to 5.4× (9.8×), 15.2×
(25.7×), and 1.9× (3.5×) average (maximum) energy reduction
compared to P-Opt, A-Opt, and the PIM-accelerated P-Opt when
finding species present in the sample. By eliminating the need
to move the large databases outside the SSD, MegIS leads to
I/O data movement reduction of 71.7× over A-Opt and 30.1×
over P-Opt and the PIM-accelerated P-Opt.
7. Related Work
To our knowledge, MegIS is the first in-storage process-

ing (ISP) system designed to significantly reduce the data
movement overhead of the end-to-end metagenomic analy-
sis pipeline. By addressing the challenges of leveraging ISP for
metagenomics, MegIS fundamentally alleviates its data move-
ment overhead from the storage system via its efficient and
cooperative pipeline between the host and the SSD.
Software Optimization of Metagenomics. Several tools
(e.g., [51,57,73,76–78,82,90]) use comprehensive databases for
high accuracy, but usually incur significant computational and
I/O costs. Some tools (e.g., [48–53]) apply sampling to reduce
database size, but at the cost of accuracy loss.
Hardware Acceleration of Metagenomics. Several works
use GPUs (e.g., [62,63,66,70,235–237]), FPGAs (e.g., [238–240]),
and PIM (e.g., [61, 64, 65, 67, 68, 197]) to accelerate metage-
nomics by alleviating its computation or main memory over-
heads. These works do not reduce I/O overheads, whose impact
on end-to-end performance becomes even larger when other
bottlenecks are alleviated. Some works [241, 242] accelerate
metagenomic analysis that use raw genomic signals in tar-
geted sequencing [177, 179, 180, 243]. Targeted sequencing is
not a focus of our work since this application looks for specific
known targets in a sample, while we focus on cases where the
contents of the sample are not known in advance and require
looking up significantly larger databases.
Genome Sequence Analysis. Many works optimize differ-
ent parts of the genome analysis pipeline [26, 178]. Several
works (e.g., [4, 6–8, 213, 244–275]) accelerate read mapping,
a commonly-used operation in genomics. As shown in §6.2,
MegIS can be seamlessly integrated with different mappers.
Some works (e.g., [238, 266, 276, 277]) optimize key primitives
such as seeding. While these techniques have the potential
to provide several benefits, their adoption in metagenomics
requires efficiently dealing with significantly larger and more
complex indexes than the ones used in traditional genomics.
Therefore, we hope that optimizations introduced in our work
can facilitate the future adoption of these seeding techniques
in large-scale metagenomics.
In-Storage Processing. Several works propose ISP as acceler-
ators for different applications [106, 107, 111, 112, 114, 122–142]
(e.g., in machine learning [106, 111, 112, 140, 278], pattern pro-
cessing and read mapping [110,142], k-mer counting [279], and
graph analytics [134]). Several works propose ISP in the form of
general-purpose processing, inside the storage device [105,138,
139, 143–154], bulk-bitwise operations using flash [155, 156],
SSDs closely integrated with FPGAs [109, 157–161], or with
GPUs [162]. None of these works target the end-to-endmetage-
nomic analysis. MegIS has two key differences from prior ISP
approaches for genomics (e.g., pattern processing [142], read
mapping [110], k-mer counting [279]). First, MegIS is a coop-

erative ISP system for end-to-end metagenomic analysis that
orchestrates processing both inside and outside the storage
system, while other approaches focus on a specific task inside
the storage system (e.g., pattern matching, read mapping filters,
k-mer counting). Second, while a part of MegIS’s pipeline (Part
1 of Step 2) performs the same functionality (i.e., sequence
matching) as prior works, MegIS introduces new optimizations
due to its unique requirements for cooperative ISP between
the SSD and the host. As shown in §4.3.1, these requirements
stress the SSD’s limited internal DRAM bandwidth as MegIS
must 1) handle data from both the host and SSD channels, and
2) share intermediate data across ISP stages efficiently.
8. Conclusion

We introduce MegIS, the first in-storage processing system
designed to significantly reduce the data movement overhead
of end-to-end metagenomic analysis. To enable efficient in-
storage processing for metagenomics, we propose new 1) task
partitioning, 2) data/computation flow coordination, 3) storage-
aware algorithms, 4) data mapping, and 5) lightweight in-
storage accelerators. We demonstrate that MegIS greatly im-
proves performance, energy consumption, and system cost
efficiency at low area and power costs.
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